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In the last few years, robotics has been increasingly adopted in agriculture to improve
productivity and efficiency. This paper presents recent and current work at the Politecnico
of Bari, in collaboration with the University of Lecce, in the field of agriculture robotics.
A cost effective robotic arm is introduced for the harvesting of radicchio, which employs
visual localization of the plants in the field. The proposed harvester is composed of a
double four-bar linkage manipulator and a special gripper, which fulfills the requirement
for a plant cut approximately 10 mm underground. Both manipulator and end-effector
are pneumatically actuated, and the gripper works with flexible pneumatic muscles. The
system employs computer vision to localize the plants in the field based on intelligent
color filtering and morphological operations; we call this algorithm the radicchio visual
localization �RVL�. Details are provided for the functional and executive design of the
robotic arm and its control system. Experimental results are discussed; obtained with a
prototype operating in a laboratory testbed showing the feasibility of the system in lo-
calizing and harvesting radicchio plants. The performance of the RVL is analyzed in terms
of accuracy, robustness to noises, and variations in lighting, and is also validated in field
experiments. © 2006 Wiley Periodicals, Inc.
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1. INTRODUCTION

Agricultural automation has become a major issue in
recent years. Most of the efforts in this extensive re-
search area have been devoted to fresh market fruit
and vegetable harvesting tasks, which are generally,
time consuming, tiring, and particularly demanding.
For many crops, harvest labor accounts for as much
as one-half to two-thirds of the total labor costs.
Moreover, harvesting is expected to be automated
due to a decrease in the farmer population �Burks
et al., 2005�.

Extensive research has been conducted in apply-
ing robots to a variety of agricultural harvests;
Apples, asparagus, citrus, cucumbers, grapes, lettuce,
tomatoes, melons, watermelons, oranges, and straw-
berries. Some notable examples of agricultural ro-
botic systems can be found in literature �Amaha,
Shono, & Takakura, 1989; Arima, Kondo, & Monta,
2004; Brown, 2002; Edan, Rogozin, Flash, & Miles,
2000; Hannan & Burks, 2004; Harrell, Adsit, Munilla,
& Slaughter, 1990; Kawamura & Namikawa, 1989;
Kanemitsu, Yamamoto, Shibano, Goto, & Suzuki,
1993; Monta, Kondo, & Shibano, 1995; Murakami,
Inoue, & Otsuka, 1995; Peterson & Wolford, 2003;
Sittichareonchai & Sevila, 1989; Van Henten et al.,
2002�.

Figure 1. Radicchio requires accurate stem cutting 10 mm
underground.

Figure 2. The two-finger gripper �a�, the mechanical de-
sign �b�, and the cutting sequence �c�.
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Specific work on robotic end-effectors for agricul-
tural operations, such as harvesting, spraying, trans-
planting, and berry thinning has been developed in
recent years �Kondo et al., 1992; Ling et al., 2004;
Mattiazzo, Mauro, Raparelli, & Velardocchia, 1995;
Monta et al., 1992; Monta et al., 1998�. They are im-
portant components in the development of agricul-
tural robotics because they directly handle plants and
can influence the market value of the product.

Computer vision has also been widely employed
in agriculture for developing visual guidance sys-
tems �Benson, Reid, & Zhang, 2003; Pilarski et al.,
1999; Slaughter, Chen, & Curley, 1999�, for fruit rec-
ognition on trees �Cerruto & Schillaci, 1994; Peterson,
Whiting, & Wolford, 2003; Slaughter & Harrel, 1987�,
grade judgment of fruits �Nagata & Cao, 1998� and
for weed control �Åstrand & Baerveldt, 2002; Doeney,
Gilles, & Slaughter, 2003; Jeon, Tian, & Grift, 2005�.
Specific research on vision-based harvesting of as-
paragus can be found in Humburg & Reid �1992�, of
melons in Cardenas-Weber, Hetzroni, & Miles �1991�
and Dobrusin, Edan, Grinshpun, Peiper, & Hetzroni
�1992�, and of tomatoes in �Chi & Ling, 2004; Kondo,
Nishitsuji, Ling, & Ting, 1996�.

This paper describes current work at the Politec-
nico of Bari, in collaboration with the University of
Lecce, in the area of robotic harvesting of fresh mar-
ket vegetables. An agricultural robot for the harvest-
ing of red radicchio is presented based on a double

four-bar linkage architecture and a specialized grip-
per. The radicchio, widely grown in Italy, is a red
broad leaf heading form of chicory and requires a
stem cutting approximately 10 mm underground

Figure 3. Fingertip displacement as function of the pneu-
matic muscle length for the radicchio gripper.

Figure 4. Four bar-based manipulator employing: One
�a�, two �b�, and three actuators �c�.
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�Figure 1�, in order to avoid sudden waste and to en-
sure appropriate product storage. Also considering
its high market value, radicchio lends itself very well
to an automated harvesting process.

Details of the mechanical design of the two main
components of the robot, i.e., the manipulator and the
gripper, are discussed. The pneumatic muscle-
actuated gripper is designed to satisfy the require-
ments for the harvesting of radicchio and the ma-

nipulator is geometrically optimized to gain a quasi-
linear behavior and simplify the control strategy.

The robotic harvester autonomously performs its
harvesting task using a vision-based module to detect
and localize the plants in the field; we call the algo-
rithm the radicchio visual localization �RVL�. Visual
measurements are as accurate as conventional mea-
suring systems with the additional advantage of al-
lowing contact-free estimations; they are critical to

Figure 5. Harvesting cycle expressed in terms of path of the end-effector with respect to a ground frame �a�, and to a
carrier-embedded coordinate system �b�.
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Figure 6. Mechanical design of the manipulator: Local-
ization �a�, and Harvesting �b� configurations.

Figure 7. Manipulator nomenclature.

Figure 8. Variation of the shoulder position S with re-
spect to its actuator stroke LS. Rate-of-displacement along
x direction �a�, and y direction �b�.
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implement automated operations in agriculture
�Chen, Chao, & Kim, 2002�. Experimental results are
presented, which were obtained with a prototype op-
erating in a laboratory testbed to validate our ap-
proach and assess the performance and the robust-
ness of the RVL. The vision-based module is also
proven to be effective in tests in the field.

The paper is organized as follows. Section 2 pre-
sents the gripper and the manipulator. Sections 3 and
4 describe the RVL module and the control system,
respectively. Finally, experimental results are dis-
cussed in Section 5 to show the feasibility of the sys-
tem proposed.

2. MECHANICAL DESIGN

The robotic harvester was designed for both effi-
ciency and cost effectiveness. It consists of a double
four-bar manipulator and a gripper optimized for the
harvesting of radicchio. Specifically, radicchio re-
quires a stem cutting of the plant approximately

10 mm under the soil surface. Note that a radicchio
plant is typically 120–130 mm in diameter with a
12 mm diameter stem.

Both the manipulator and gripper are pneumati-
cally actuated. While pneumatic actuators are diffi-
cult to control, compared to electric actuators, they
have a high power-weight ratio, which makes them
suitable for agricultural applications. Furthermore,
the gripper is designed to work with pneumatic
muscles, which in turn are inexpensive, light, robust,
and easy to maintain �Raparelli, Beomonte Zobel, &
Durante, 2000�. Pneumatic actuation also provides
good compliance with the plant due to compressibil-
ity of air, which allows one to compensate for small
errors in the measurement of radicchio position in the
field �Kondo & Ting, 1998�.

2.1. Gripper

All grasping devices should fulfill the following re-
quirements: Low-cost, robustness, and simplicity in

Figure 9. Variation of the shoulder plate position W with
respect to its actuator stroke LW. Rate-of-displacement
along x direction �a�, and y direction �b�.

Figure 10. Sample image of the radicchio in the red,
green, and blue �RGB� �a�, and HSL �b� color spaces.
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the mechanical design, and easy implementation.
Most robotic grippers are designed to operate with
two fingers, since most of the grasps can be per-
formed only with two fingers and two-finger grip-
pers are the smallest suitable mechanical architec-
tures for grasping hand devices �Ceccarelli, 2004�.

Figure 2 shows the two-finger gripper prototype
designed for our application; it is made of aluminum
with an overall weight of approximately 16 kg, and
employs two bucketlike fingers featuring a linear
blade attached to their tips to perform the cutting
operation. The driving linkage is actuated by two
pneumatic muscles connected between the fixed
plate F and the vertical slider S as indicated in Fig-
ures 2�a� and 2�b�; the two fingers operate simulta-
neously with symmetrical behavior. Note that the
vertical stroke a of the slider S, translates into a hori-
zontal and vertical displacement of the fingertips de-
noted, respectively, with b and c in Figure 2�a�. In the
same figure, the fingertip paths are also shown by a
dashed line.

The closure of the gripper starts when all four
limit switches touch the soil �Figure 2�b��. After-
ward, the fingers cut the stem at about 10 mm un-
derground and simultaneously pull the plant out of
the terrain, as shown in Figure 2�c�, by the succes-
sive configurations of the gripper during the whole
operation. The relationship between the length of
the pneumatic muscle and the displacement of the
fingertip is shown in Figure 3.

2.2. Manipulator

The manipulator provides mobility to the gripper in
order to approach the plant, perform the harvesting
task, and deliver the radicchio to a container on the
carrier. Requirements for the manipulator design
are: The velocity of about 0.4 km/h of the carrier

Figure 11. Hue �a�, and luminance planes �b�. Figure 12. Thresholding in the hue �a�, and luminance �b�
planes.
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�tractor� of the robotic harvester, the distance be-
tween the plants of about 700 mm along the field
lines, and the minimum height of 800 mm from the
ground that is required by the charge coupled device
�CCD� camera attached to the gripper for an efficient
identification of the plant in the field during the tar-
geting stage.

The architecture of the manipulator is based on
four-bar parallel links, which allow the gripper to
stay level. Three candidate configurations are ana-
lyzed that utilize three, two, and one pneumatic ac-
tuators, respectively, as shown in the functional
schemes collected in Figure 4. Note that in all solu-
tions, a moving delivery tray is used to reduce the
harvesting cycle time. Generally speaking, the num-
ber of actuated degrees of motions of a manipulator

corresponds to the number of independent degrees
of freedoms of the end-effector. The more degrees of
motions, the higher the degree of flexibility and
higher cost of the manipulator �Sciavicco & Siciliano,
2000�. The one-actuator architecture �Figure 4�a��
would allow the lowest costs, but is less versatile;
thus, the two-actuator configuration �Figure 4�b�� re-
sults in the best trade-off and has been chosen for
our system.

Figure 5 shows a typical harvesting cycle path
followed by the gripper with the two-actuator ma-
nipulator. The same path is referred to a ground ref-
erence frame in Figure 5�a�, and to a coordinate sys-
tem embedded with the carrier in Figure 5�b�. The

Figure 13. Or-operation between binary images �a�, and
morphological and particle filtering �b�. Figure 14. Convex hull and minimum enclosing circle

generation �a�, radicchio localization in the image plane
�b�.
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gripper moves forward horizontally until the plant
is localized by the vision-based module �point B’ in
Figures 5�a� and 5�b��. Then, the gripper starts its
downward course toward the plant �point C�, where
the gripper performs the cutting operation. Point D
marks the return of the gripper toward the starting
configuration where the plant is dropped on the de-
livery tray �point E� and the system can start the
cycle again.

The mechanical design of the proposed manipu-
lator is shown in Figure 6, where the “localization”
and the “harvesting” configurations are shown.
Note that in the practical implementation of the two-
actuator manipulator, the shoulder prismatic joints
have been replaced with a second four-bar mecha-
nism, which provides a more economical and easy to
maintain solution.

2.2.1. Geometrical Optimization

While the lengths of the links, the revolute joints,
and the initial joint angles for the manipulator are
set according to the workspace design data and eco-
nomical considerations, the two linear actuators can
be suitably fitted into the system with a geometrical
optimization �Ceccarelli, 2004�. The variables chosen
for the optimization are, ZS and ZW, which are de-
fined in Figure 7; ZS identifies the position of the

base joint of the shoulder actuator with respect to
the fixed plate, and ZW fixes the position of the base
joint of the wrist actuator with respect to the shoul-
der plate. The objective is to find the appropriate
values for ZS and ZW to establish a linear relation-
ship between the strokes of the two actuators and
the displacement of the shoulder and wrist plate of
the manipulator, i.e., their representative points S
and W, respectively �Figure 7�. The idea is to de-
velop a Cartesian robotlike behavior, which is very
simple to control and suitable to be actuated by lin-
ear actuators.

The partial derivative of the shoulder position
S= �SXSY�T, with respect to the shoulder actuator
stroke LS, is numerically obtained as function of LS

for different values of ZS as reported in Figure 8.
Similarly, the partial derivative of the wrist position
W= �WXWY�T, with respect to the wrist actuator
stroke LW, is reported in Figure 9 as function of LW

for different values of ZW. The optimization is devel-
oped considering only the movement of one actua-
tor, while the other does not move.

The suboptimal set of values, which approxi-
mate the functions ��S/�LS��LS� and ��W/�LW��LW�
to linear equations, results in: ZS=115 mm and
ZW=157 mm.

Figure 15. Control system block diagram.
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3. RADICCHIO VISUAL LOCALIZATION

A vision-based algorithm is developed with the aim
of localizing the plants in the field; The RVL is based
on intelligent color filters and morphological opera-
tions, which allow one to differentiate the radicchio
within the images grabbed by a CCD color camera
mounted on the wrist plate in a typical eye-in-hand
application �Kondo & Ting, 1998�.

Typically, the algorithm consists of the following
steps:

1. Image acquisition in the hue saturation lumi-
nance �HSL� space in order to enhance the
thresholding operation described below �Fig-
ure 10�b��.

2. Hue and luminance plane extraction in order

to obtain two images, where the radicchio is
visually distinct from the surrounding �Fig-
ure 11�.

3. Independent thresholding in the hue and lu-
minance planes in order to obtain two binary
images comprising the radicchio purple pix-
els and white pixels, respectively �Figure 12�.
The thresholds are experimentally deter-
mined by analyzing the histogram of the two
planes. Specifically, the threshold for the hue
plane was found to be well defined as:

Tmax + Tmin

2
, �1�

where Tmax and Tmin are the maximum and
minimum intensity values, respectively.
The threshold for the luminance plane is
set, instead, as the highest value of grey
levels since the white parts of the plant cor-
respond to the pixels with the largest lumi-
nance.

4. Or-operation of the two images in order to
combine the information into a unique image
�Figure 13�a��.

5. Morphological and particle filtering �Figure
13�b��. Specifically, a morphological opening,
i.e., an operation of erosion followed by di-
lation, is applied using a 5�5 pixel substruc-
ture to open up touching futures and remove
isolated background pixels. Then, objects
with an area, i.e., a total number of pixels,
smaller than a threshold value �2000 pixels�
are filtered out �Russ, 1994�. Finally, a mor-
phological closing, i.e., a succession of dila-
tion and erosion, allows one to reconstruct
the shape of the plant by bridging the re-
maining small gaps.

6. Convex hull generation of the extracted fea-
ture �Figure 14�a��.

7. Definition of the minimum enclosing circle
�Figure 14�a��, i.e., the smallest circle which
encloses the extracted set of points �Xu, Fre-
und, & Sun, 2003�. This geometrical algo-
rithm helps to detect the plant even when
only a relatively small uncentered portion of
the radicchio is extracted, as demonstrated
later in Section 5.2.

Figure 14�b� shows the overall result of the localiza-

Figure 16. The robot arm prototype �a�, and the labora-
tory testbed �b�.
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tion algorithm. The minimum enclosing circle is over-
laid over the original image with its center indicating
the coordinates of the centroid of the plant in the im-
age reference frame.

4. CONTROL STRATEGY

The manipulator is actuated by two standard double-
acting pneumatic cylinders. Both cylinders are driven
by two three-way solenoid valves, and equipped
with linear potentiometers for position feedback con-
trol �Figure 15�. The system is position controlled us-
ing pulse-width modulation �PWM� �Gentile, Gian-
noccaro, & Reina, 2002�, which allows for adopting
on/off solenoid valves in place of more expensive
and bulky servovalves; a CCD camera attached to the
gripper provides plant identification and targeting.

Figure 15 shows the control system, which com-
prises a PWM-based actuation block and a vision-
based targeting module. The two subsystems are gov-
erned by independent computers linked through an
Ethernet connection.

Note that flow controls are added to the cylinder

inlets to filter out the vibrations caused by the pulsing
of the solenoid valves, and a manual pressure reducer
is also added to balance the pull difference acting on
the rod. The camera is a firewire Sony DFW, which
takes 512 pixels�480 pixels color images corre-
sponding to field images of approximately 1.1 m
�0.7 m from a height of 1 m. All control codes
are implemented in LABVIEW and IMAQVISION from
National Instruments Corporation �2003�. The plant
visual identification starts processing when the end-
effector is at its maximum height and the camera has
the largest field of view. Once the radicchio is located,
the “target” is set for the control system and the ma-
nipulator drives the gripper toward the plant follow-

Table I. Average time for a complete harvesting opera-
tion.

Operation Time �s�

RVL 0.2

Plant approaching and harvesting 4.0

Plant delivering and arm reconfiguration 2.5

Figure 17. Error estimation for the RVL.
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ing its inverse kinematics. Note that during the end-
effector’s downward course, the RVL keeps tracking
the targeted radicchio at a sampling rate of 200 ms,
thus allowing one to compensate for a certain degree

of positioning error of the gripper with respect to
the plant due to unexpected speed variations of the
carrier.

5. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we present a feasibility study of the
system performed through laboratory tests along
with field validation of our vision-based module. The
laboratory experiments are performed on a prototype
operating in a testbed simulating quasi-real working
conditions. This stage was helpful to set up and op-
timize the components of our system. Then, the per-
formance of the RVL is validated in field tests. The
prototype, shown in Figure 16, has three 3 mm thick
steel plates to provide for the connection between the
two four-bar linkages consisting of 20 mm diameter
and 2 mm thick aluminum tubes, between the ma-
nipulator and carrier, and between the manipulator
and gripper. All revolute joints are DryLin® bush-
ings. A preliminary two-finger gripper was mounted
at the end of the manipulator. The overall weight of
the robotic arm is about 25 kg without the gripper.
Figure 16�b� shows the laboratory testbed set with
typical agricultural terrain and fist-size rocks spread
across the test field.

5.1. Laboratory Tests

A set of experiments was performed to assess the
performance of the robotic harvester in identifying
and picking up radicchios that were randomly
placed along the harvesting line �Figure 16�b��. The
plant position was derived by the RVL; a localization
error Ej was defined for the measurement of the
plant position j as:

Ej =
1
n�

i=1

1 �xj − vj,i�
xj

, �2�

where n is the number of runs �n=5�, xj is the actual
plant position measured by a ruler, and vj,i is the ith

Figure 18. The robotic harvester during a test: Detection
and targeting stage �a�, harvesting stage �b�, delivery stage
�c�.

Figure 19. Influence of presence of rocks on the RVL
performance.
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vision-derived measurement. Ten different plant po-
sitions were analyzed along the 1 m long harvesting
line using radicchios of various shapes and sizes; the
results are presented in Figure 17, where Ej is re-
ported along with the indication of its statistical
spread.

The average error was always below 5% and, for
the worst-case measurement, it was less than 6.3%.
No false localization was detected, and no signifi-
cant influence of the size and shape of the radicchio
on the RVL performance was observed. In all experi-
ments, the robotic harvester was consistently and
successfully able to pick up the targeted plant. The
average time for a complete harvesting operation
was about 6.5 s, as indicated in detail in Table I. In
Figure 18, an image sequence of the robotic har-
vester during operation is shown; the plant detec-
tion �Figure 18�a��, the harvesting �Figure 18�b��, and
the delivery configuration �Figure 18�c�� are shown.

The sensitivity of the system to disturbances due
to leaves and rocks was evaluated in laboratory
tests. Figure 19 shows a sample image; proving the
effectiveness of the RVL in presence of small rocks
spread across the test field and leaves partially cov-
ering the plant. The algorithm was able to filter out
all disturbances and detect correctly the radicchio.

The robustness of the algorithm to variations in
lighting was also tested. Figure 20 shows the result
of image segmentation under three different lighting
conditions obtained by an adjustable video light.

The RVL works very well even with a reduction of
the environmental illumination level by as much as
80% of the optimal value �L=0.8�, as shown in the
bottom image set of Figure 20.

5.2. Field Tests

In this section, we present experimental results ob-
tained in the field with our visual detection system.
The RVL was extensively tested by performing sev-
eral position estimation measurements in a field of
radicchio ready for harvest on a cloudy day. Figure
21 shows a typical result for a plant recognition test.
The RVL was able to correctly detect all six radicchio
plants, with an error of always less than 5%. In all
experiments, the actual distance was estimated with
a portable laser distance measuring tool using the
center of the plant as reference point. The radicchio,
partially hidden by leaves �first plant of the lower
row�, was also detected accurately with an error of
only 4.2%. The performance of the system was con-
sistent with the laboratory results, but with better
accuracy and robustness. No false detection was ob-
served in the experiments. Note, however, that if the
plant was completely obscured by leaves, it would
not be possible to perform a correct image threshold-
ing and the RVL would fail. In addition, the system
would provide poor plant localization if the ex-
tracted part of the plant was too small and uncen-
tered. However, these are very unlikely field condi-
tions for a fully or almost fully germinated plant,
and no such case was observed in the investigated
radicchio field.

6. CONCLUSIONS

A robotic arm for the harvesting of red radicchio has
been presented. Details of the functional and me-
chanical design of the manipulator and the gripper
have been provided. The manipulator was based on
double four-bar linkage and the gripper was opti-
mized for fulfilling the requirement of accurately cut-
ting the radicchio stem 10 mm underground. The
whole design has been developed pursuing efficiency
and cost effectiveness. Feedback control for the po-
sition and target of the radicchio in the field was pro-
vided by a gripper-embedded CCD color camera us-
ing an algorithm based on intelligent color filtering
and morphological image operations.

The design requirements were based on an envis-

Figure 20. Lighting influence on the RVL.
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aged tractor speed of about 0.4 km/h, a distance of
700 mm between radicchios, and a typical plant di-
ameter of 150 mm. Thus, the required average cycle
time was below 7 s. A feasibility study of the effec-
tiveness of the system was presented by performing
experimental tests on a prototype operating in a labo-
ratory environment. The performance of the visual
plant identification was also validated in the field.

The robotic harvester successfully performed the har-
vesting task according to the design tolerances. The
vision-based algorithm was able to correctly localize
the radicchio plants with an average error within 5%,
and showed time efficiency and robustness to distur-
bances due to rocks, leaves, and variations in lighting.
It was shown that the robotic harvester could poten-
tially be applied in the automated harvesting of high
market value vegetables to improve quality and ef-
ficiency.

In the near future, the designed gripper will be
mounted on the manipulator and the system will be
employed in trials to test field performance of the
whole system.
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